Model Monitoring

Maintain Peak Performance of_ your Production Models

Overview

Continous drift and accuracy monitoring are the most
important tools at your disposal for maintaining highly
effective models.

That's why model monitoring is integrated into the Domino
Enterprise MLOps platform. With a seamless experience
for moving from development to deployment to monitoring,
your organization can rapidly iterate and ensure peak
performance of models.

Domino streamlines monitoring setup with automated tools
for configuration and capturing continuous training and
prediction data. Customizable alerts, data quality insights,
and reproducible development environments let you quickly
diagnose, rebuild and redeploy models.

Benefits

Respond Immediately: VView all deployed models and their
performance characteristics from a centralized dashboard
SO you can take corrective action.

Streamline Processes: Monitor all models in production
with simplified deployment tools, automated prediction
data pipelines, and automatic generation of monitoring

metrics to ensure all models are operating optimally.

Remove Friction: Quickly move from an alert to a recreated
development workspace so your team can rapidly address
model performance.

Understand Performance: Rapidly identify the root causes
of model quality issues and data drift across hundreds or
thousands of features with automated insights.

Model Monitoring Features

Centralized Visibility

e See performance over time and manage the
integrity of your models in production.

e View model status, monitoring summaries,
customized alerts, data drift, and model quality from
one dashboard.

o Easily drill into model performance for more details.

Configure Data
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Simplified Configuration
e Easily configure monitoring and deployment settings.

o Persist features, training data, and predictions for
analysis.

o Enable monitoring for all model APIs published and
hosted on Domino or Snowflake automatically.

e Register models built in any language or framework
(e.g., Python, R, SAS, MATLAB, TensorFlow, DataRobot).
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